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Advanced cyber attacks pose a serious risk to U.S. economic and national security. Passive cyber defenses that rely on perimeter sensors to prevent intrusions cannot adequately protect against increasingly sophisticated cyber attacks. Active cyber defense (ACD), a term that describes a range of proactive actions that engage the adversary before and during a cyber incident, can dramatically improve efforts to prevent, detect and respond to these sophisticated attacks. As a result, ACD activities are becoming increasingly common. One recent survey found that 36 percent of the 180 companies surveyed admitted to engaging in retaliatory hacking at least once – and some people believe that the actual number is much higher.

Yet even as ACD becomes more widespread, the debates about what techniques are appropriate – or even legal – are just beginning. One recent article in The Washington Post described ACD as “a controversial and sometimes ill-defined approach that could include techniques as aggressive as knocking a server offline.” Many of the public debates on the topic have focused on aggressive aspects of ACD, such as retaliatory “hack-backs” or preemptive hacking. Similarly, a number of cyber security experts and government officials have expressed concerns about companies taking offensive cyber actions through ACD techniques. Furthermore, many companies appear to be unsure about what steps they can and cannot legally take to protect their intellectual and financial resources.

This policy brief aims to inform these emerging debates by providing a framework for thinking about ACD. It begins by describing why ACD is becoming increasingly important. It then examines how ACD can be used by defenders during a timeframe called the cyber engagement zone (CEZ). This zone begins after an attacker has deployed malware on a defender’s system and ends when the attacker begins to take specific actions, such as stealing information from the defender. This brief then describes the specific ACD options available to companies within the CEZ and examines the possible legal and operational issues associated with these options.

Why Active Cyber Defense is Needed
The changing nature of cyber threats has made ACD increasingly important in both the private and public sectors. The main threats no longer come from teenage hackers or petty criminals,
although such actors are still around. Instead, sophisticated criminals and state-sponsored spies pose the most danger for businesses and governments. These aggressors primarily focus on stealing intellectual property and defrauding individuals and businesses. The term “advanced persistent threat,” or APT, is often used to describe state-sponsored cyber spies who deliberately target specific organizations, use sophisticated means to penetrate those organizations and evade detection within those organizations for weeks, months or even years in order to gather information. This brief focuses primarily on the APT because of the unique challenge it poses to current cyber defenses and the level of harm it could cause to U.S. security, but many of these issues apply equally well to threats from other actors, including cyber criminals and hacker groups like Anonymous.

Passive cyber defenses simply cannot address this threat. As one commentator has noted, the APT is “first and foremost a new attack doctrine built to circumvent the existing perimeter and endpoint defenses.” Passive defenses do provide some benefits in this environment; basic cyber hygiene practices, such as patching vulnerabilities, can help to reduce the number of low-level attacks that cyber defenders need to address. Passive defenses are a necessary component of a well-designed cyber defense program, but they are no longer sufficient to address increasingly sophisticated threats. For example, Mandiant’s most recent threat report found that:

Only 6 percent of organizations detect advanced attackers via internal methods. Targeted attacks continue to evade preventive defenses. During 2011, the vast majority of targeted organizations – 94 percent – learned that they were victims of cyber attacks from an external entity such as law enforcement.

The typical advanced attack goes unnoticed for more than a year. Once inside a victim organization, attackers typically have plenty of time to reach their ultimate objective – such as stealing intellectual property or financial assets. The median number of days from the first evidence of compromise to identification of the attack was 416 days.

Malware only tells half of the story. Organizations’ investments in malware detection and antivirus capabilities – although effective at detecting characteristics associated with common worms, botnets and drive-by downloads – do little to help defend against targeted intrusions.

Financially motivated attackers are increasingly persistent. Organized crime groups are adopting persistence mechanisms, such as replacing strains of malware to avoid detection, previously used by the APT.

Numerous other industry reports have reached similar conclusions. Meanwhile, several U.S. government reports have highlighted cyber espionage and criminal activity as significant risks to U.S. economic and national security. For example, the U.S. Defense Security Service commented in a recent report:

Every time our adversaries gain access to sensitive or classified information and technology, it jeopardizes the lives of our warfighters, since these adversaries can exploit the information and technology to develop more lethal weapons or countermeasures to our systems. Our national security is also at risk in the potential loss of our
technological edge, which is closely tied to the economic success of the cleared contractor community and the well-being of our economy. General Keith Alexander, the head of the National Security Agency and U.S. Cyber Command, has called the theft of intellectual property through cyber espionage “the greatest transfer of wealth in human history” and estimates that it costs the United States approximately $340 billion per year. The British government has estimated that cyber crime cost its economy approximately $44 billion in 2011, or almost 2 percent of the British gross domestic product (GDP), mostly due to cyber espionage and theft of intellectual property. The equivalent effect on the U.S. GDP would be about $300 billion and cost roughly 2 million jobs. Other estimates are lower but still extremely consequential, including losses of tens of billions of dollars and hundreds of thousands of jobs.

Given these effects, it is not surprising that both government and industry are using ACD capabilities to augment their passive cyber defenses. As then-Deputy Secretary of Defense Bill Lynn stated in 2011, “It is not adequate to rely on passive defenses that employ only after-the-fact detection and notification. We have developed and now employ a more dynamic approach to cyber defense.”

Active Cyber Defense and the Cyber Engagement Zone

As noted earlier, there is no commonly accepted definition of the term “active cyber defense.” The only formal definition appears in the 2011 Department of Defense [DOD] Strategy for Operations in Cyberspace:

Active cyber defense is DoD’s synchronized, real-time capability to discover, detect, analyze, and mitigate threats and vulnerabilities. It builds on traditional approaches to defending DoD networks and systems, supplementing best practices with new operating concepts. It operates at network speed by using sensors, software, and intelligence to detect and stop malicious activity before it can affect DoD networks and systems. As intrusions may not always be stopped at the network boundary, DoD will continue to operate and improve upon its advanced sensors to detect, discover, map, and mitigate malicious activity on DoD networks.

Many people interpret this definition as referring to technical countermeasures, particularly because DOD has developed sophisticated sensors to detect malware. Although such technologies are an important element of ACD, they are only one aspect of a larger whole. ACD can best be understood as a set of operating concepts that all involve taking the initiative and engaging the adversary in some way.

Advanced cyber attacks do not involve a single discrete event. Instead, aggressors must undertake several steps to accomplish their mission. A particularly useful framework for understanding how APT actors operate is called the cyber kill-chain (CKC). As shown in Figure 1, the CKC divides attacks into seven phases:

1. Reconnoiter. The adversary researches, identifies and selects its targets. This is often done by crawling websites.

2. Weaponize. The adversary couples a piece of malware with a delivery mechanism, such as a Microsoft Office or Adobe Acrobat file. This coupling is often done using an automated tool.

3. Deliver. The adversary transmits the weaponized payload to the target, often through email, websites and USB tokens.

4. Exploit. The malware delivered to the target is triggered when a user takes an action, such as opening an email attachment or visiting an infected website.
5. **Install.** The malware infects the user’s system. It may take steps to hide itself from malware detection software on that system.

6. **Command and Control.** The malware sends an update on its location and status to a command and control server. It often does so through encrypted channels that are hard to detect. The adversary can then command the malware to take specific actions, such as spreading throughout the enterprise or looking for specific types of information.

7. **Act.** The malware takes actions that accomplish the adversary’s objectives. Adversaries usually exfiltrate data from the targeted organization, but they could also alter or destroy data.\(^{21}\)

Although defenders can respond to an adversary’s behavior at any point in the CKC, organizations do not usually engage with attackers until Phase 3 (Deliver), when attackers try to deploy malware on their systems. This is true for two reasons. First, it is technically difficult for a targeted organization to detect and prevent adversaries from conducting reconnaissance, which is basically open-source information gathering. This is usually legal and can often look like legitimate web-based research. It can be very difficult to distinguish between an adversary attempting to mine information about a particular employee and, for example, a prospective job applicant doing homework before an interview, and the risks of miscalculation are high.

It is even more difficult to detect and stop weaponization before an attack is launched. Since the adversary will weaponize the payload from a computer that he or she owns or controls, the only way for a potential victim to know that an adversary is taking such actions is to have access to an adversary-controlled computer. Private-sector organizations do not have the legal right – and most do not have the means – to identify and access these adversary-controlled computers before a specific cyber incident occurs.

Once adversaries have deployed malware on a target in Phase 3, the options for employing ACD techniques grow significantly. This cyber engagement zone, which includes Phases 3 through 7, is where the defender can most easily take the initiative in order to detect the attack, block the attack, gain information about the attackers and their methods, mislead the attackers and possibly even deter them from future attacks. However, organizations often do not know that they have been compromised until Phase 6 (Command and Control), when the installed malware begins communicating outside of the enterprise.\(^{22}\) By then, the adversary has delivered its weapon, triggered its malicious code and infected the target system.

To illustrate the range of ACD options available in the CEZ, Figure 2 depicts a simple scenario of a cyber attack against a notional organization called Company A. An adversary has taken over a computer in Organization Z, and this computer is...
now acting as a command and control (C2) server for attacks on other targets.23 The C2 server is now issuing instructions to – and possibly receiving stolen data from – an infected machine in Company A (called “Target” in this example). In this scenario:

- Organization Z may be an innocent third party that has no idea it has been compromised and is being used to launch cyber attacks.
- Organization Z may be inside or outside the United States. The adversary will often launch attacks against U.S. organizations using C2 servers located in the United States, but this is not always the case.24
- The adversary may be directly connected to the C2 server, or there may be numerous intermediate connections between those running the attack and the C2 server. Advanced attacks usually involve multiple intermediate connections.
- The C2 server may be directing numerous cyber attacks. For example, infected computers in Companies B, C and D (not shown in the diagram) may all be communicating with that server.

Company A might respond to this attack using as many as three ACD concepts: detection and forensics, deception and attack termination. This section focuses solely on the operational possibilities of these concepts; the following section addresses the legal debates surrounding such activities.

**DETECTION AND FORENSICS**

Companies may use a number of ACD techniques to detect attacks that can circumvent passive defenses. One approach uses honeypots to attract adversaries and look for patterns of behavior (often called tactics, techniques and procedures, or TTPs) that may be hallmarks of a specific aggressor.25 Once Company A detects a cyber intrusion, it will then attempt to gather the following information about the attack:

- What type of attack has occurred? Types of attack can range from cyber espionage and cyber crime to terrorism and hacktivism.
- How much damage has been done? Has any information been stolen? If so, what information? Has data within the organization been altered or destroyed? Have funds been taken?
- Who is behind the attack? A teenage hacker? A criminal organization? A nation-state?

The process of answering such questions in a formal and rigorous way is called forensics,26 and the answers will inform Company A’s decisions about how to respond.27 Companies can gather this information in two ways: by focusing their efforts within their own organization (local information gathering) or by reaching out beyond their organization (remote information gathering).

**Local Information Gathering**

Companies may employ a number of ACD techniques within their own enterprises to gather information about a specific cyber incident. For
example, they can attempt to detect and track adversaries as they explore corporate networks. If a honeypot is set up with a number of different types of documents, corporations can watch to see which documents, if any, the adversary chooses to exfiltrate. This may provide clues about the adversary’s motives and may also help to identify the adversary, especially if the company has been able to obtain strategic intelligence on the operational practices of different actors. For example, Company A may know that a particular adversary is looking for information about a specific technology. If documents (real or fake) about that technology are targeted within the enterprise, then the company will gain some evidence (albeit circumstantial) about the identity and motives of the attacker.

Remote Information Gathering

In some cases, an organization may want to gather information about a cyber incident by looking outside of its own borders. For example, a number of ACD techniques will allow Company A to gain access to the C2 server in Organization Z. Once it has access to that server, Company A has the ability to take any number of actions, including scanning the computer, loading software on it, removing data, encrypting data, deleting data and stopping the computer from functioning. Company A can also gather information remotely by tracking documents that have been stolen or copied. This could be accomplished in a number of ways, from placing passive watermarks on files to adding beacons that actively emit a signal when they leave the enterprise. Company A might even be able to create files that “self-destruct” under a specific set of circumstances.

DECEPTION

Deception is an integral part of both offensive and defensive cyber operations. The vast majority of APT attacks are based on deception: attempting to trick users into opening infected files or going to compromised websites. However, deception is not merely a tool for offensive operations; it can serve to strengthen computer defenses as well. Company A could protect its intellectual property through a cyber deception campaign, allowing the adversary to steal documents that contain false or misleading information. The goal of such a campaign would be to deter future cyber attacks by changing the adversary’s cost-benefit calculations. Deceptive information could increase the aggressor’s costs by requiring more time to analyze and assess the validity and utility of stolen information. It would also potentially lower the benefits of the attack because of uncertainty about the value of the stolen data; the adversary would not know if the stolen information was useful or deliberately designed to be misleading.

Deception poses a number of operational obstacles, however. For example, Company A must be careful that the adversary does not detect its deception campaign. If such a campaign were detected, the adversary could then launch its own deception campaign against Company A and deliberately mislead the company about its TTPs and intentions. In addition, Company A could be harmed if the misleading information were accidently released into the open. For example, if the leaked information contained deliberate errors designed to reduce the value of the information to the attackers and these errors were identified in the leaked information, then Company A might be viewed as producing low-quality products. Nevertheless, the benefits of deception may well outweigh these operational risks.

ATTACK TERMINATION

ACD concepts can also be used to stop a cyber attack while it is occurring. For example, Company A may want to prevent information from leaving its network or to sever the connection between the infected computer within its network and the
C2 server. More aggressive actions might include patching unwitting computers outside of Company A’s network that are being used to launch attacks, taking control of remote computers to stop attacks and launching denial-of-service attacks against attacking machines. In the scenario above, many, if not all, of these actions would likely be focused on the C2 server in Organization Z.

Legal Issues Surrounding Active Cyber Defense

Although the three ACD concepts described above are technologically possible, it is not clear whether they are legal. In order to understand the main legal issues that might apply to these ACD techniques, this policy brief focuses on the primary law that applies in such situations: the Computer Fraud and Abuse Act (CFFA) of 1984.

A defendant can violate the CFFA by accessing a “protected computer” without authorization or by exceeding authorized access. In general, the concept of accessing a computer without authorization applies to those outside of a given organization; this is the prototypical hacking scenario in which someone accesses a computer without permission. The concept of exceeding authorized access usually applies to insiders who have obtained or altered information on a computer beyond the authorization that they have been granted. For example, this would apply if an employee deliberately accessed financial data that he or she was not authorized to see. The provisions of the CFFA apply even if Organization Z is located outside the United States.

In the scenario above, if one views Company A and Organization Z as two totally separate networks, and if Organization Z has not given Company A permission to access to its systems, then any attempt by Company A to access or alter information on the C2 server (which is a part of Organization Z) would violate the CFFA’s “without authorization” clause. That is why ACD options that involve retaliation or other types of “hacking back” are generally considered illegal.

However, it may be possible to interpret the scenario differently. At some point in the attack process, the C2 server within Organization Z and the infected computer within Company A will establish a link. At that point, it could be argued that the C2 server has connected to Company A’s enterprise and, in doing so, has consented – implicitly if not explicitly – to whatever acceptable use policy Company A has in place. If the acceptable use policy requires the user to forfeit expectations of privacy, consent to monitoring, meet all corporate security requirements or abide by prohibitions on illegal copying of information, then Company A may have the authority to take certain actions that would otherwise be considered illegal.

One could also argue that the common law principle of necessity applies here and gives Company A the right to take actions to defend itself, even if such actions violate the terms of the CFFA or other laws. In this case, Company A would stipulate that taking a specific action to defend itself, such as accessing the C2 server without authorization, is justified because this action yields a greater good to both the company and society than would a strict adherence to the laws that prohibit this action. For example, Company A could argue that determining whether its information had been stolen and gathering information on the adversary that could be provided to government officials would be more beneficial than simply informing law enforcement officials of a possible breach and waiting for a response.

Of course, other legal arguments could be made as well. First, it is possible that neither the “implied consent” argument nor the “necessity” argument would hold up in a court of law to grant Company A the legal right to access the C2 server. Second,
even if the “implied consent” argument granted Company A the authority to access the C2 server in Organization Z, Company A’s actions could still be limited by the “exceeds authorized access” clause. Third, accessing the C2 server in Organization Z could violate a number of privacy laws and expose Company A to civil actions as well as criminal prosecution. Fourth, if Organization Z is in another country, then Company A may be found guilty of violating that country’s national laws even if it does not violate the CFAA. These complicated and as-yet-unresolved legal issues deserve more attention in the ACD debate. In particular, it is helpful to think about various ACD activities as falling along a legal continuum that ranges from those with no apparent legal issues to those that clearly violate a law. At one end of the continuum, for example, it seems legal for Company A to take a number of ACD measures within its own networks and systems. It can deploy honeypots, actively track adversaries’ movements, use deception techniques, watermark documents and terminate connections from the C2 node to compromised machines with relative impunity. Company A can also gather threat information from external sources such as nonprofit organizations, vendors and government agencies – information that can be used to help it proactively detect and respond to APT intrusion attempts. At the other end of the continuum, some ACD options seem to clearly violate at least the CFAA, if not other laws. In particular, any actions that destroy data on or cause harm to the C2 server or other computers outside of Company A would almost certainly be illegal unless the necessity argument or some other rationale could be used to justify such actions. This is true whether the ACD response occurs before, during or after a given incident. A legal grey zone lies between these two endpoints that requires much greater attention from policymakers. For example, although it is unlikely that Company A can legally take actions that harm either the C2 server itself or the data sitting on that server, Company A may be able to gather information or protect its own proprietary information if such actions do not cause Organization Z any harm. This may be what happened in 2010 when Google responded to cyber attacks that it thought might be coming from Asia. According to The New York Times, Google was able to “gain access to a computer in Taiwan that it suspected of being the source of the attacks. Peering inside that machine, company engineers actually saw evidence of the aftermath of the attacks.” This may also be where the informed consent and necessity arguments carry the most weight: to justify access to the C2 server for the purposes of gathering information. Although scanning the C2 server in Organization Z may not violate the CFAA, the act of doing that scanning could pose additional legal issues. For example, Company A may come across sensitive information that is protected by other laws, including financial information, personally identifiable information and health care information. Company A could also come across sensitive corporate information that had been stolen from other companies, as happened in the Google case. When Google scanned the computer in Taiwan, it saw evidence of attacks involving “at least 33 other companies, including Adobe Systems, Northrop Grumman and Juniper Networks.” As a result, Google “alerted American intelligence and law enforcement officials and worked with them to assemble
powerful evidence that the masterminds of the attacks were not in Taiwan, but on the Chinese mainland.46

The Google case may set a precedent of what is allowable, but one could imagine similar scenarios that could lead to civil or criminal charges. In addition, things get more complex if Company A tries to trace a path from the C2 server back to the source of the attacks across multiple organizations (this assumes that the adversary is not directly connected to the C2 server in Organization Z but is several “hops” away). First, accomplishing this kind of trace is technically challenging. Second, even if it were technically feasible, Company A could likely need to cross multiple jurisdictions, and hop through several countries, to trace the source of the attack. In doing so, Company A would potentially violate a number of laws, including state laws within the United States, national laws of other countries and possibly international laws such as the Council of Europe’s Convention on Cybercrime.

Another interesting scenario concerns the right of Company A to patch the C2 server connected to its network. Using the informed consent argument, Company A could argue that the C2 server must now comply with its security policies. If the C2 server’s configuration did not align with the Company A’s requirements, Company A could assert the right to either patch the machine or drop it from the network. The latter would simply terminate the connection between the two organizations, but patching the C2 server would entail deleting or altering information on one of Organization Z’s computers. That could be interpreted as a violation of the CFAA. What makes this scenario so interesting is that when the C2 server is connected to Company A, it is technically part of two different networks at the same time. This raises the question of what right Company A has to impose its policies on the C2 server if those policies conflict with the policies of Organization Z. Things are further complicated in this scenario by the fact the C2 server is being directed to connect with Company A by the adversary, not by someone working in Organization Z.

The U.S. government needs to provide greater clarity on which ACD actions are legal and which ones are not.

These complicated and murky legal questions have profound implications for economic activity as well as national security. For example, if Company A has the legal right to scan the C2 server in Organization Z, wouldn’t Company A also have the right to scan the machine of a business partner (say, Company B) that is also connected to its network in order to exchange information? And wouldn’t Company B have the right to scan Company A’s machines as well? How might such a right affect the dynamics of business relationships both within the United States and internationally? Would the security benefits outweigh the possible economic costs?47

Conclusion

Active cyber defense concepts are important and potentially necessary tools for countering the increasingly sophisticated cyber threats facing the United States. Companies, like government agencies, are increasingly interested in using such techniques. This policy brief has identified the wide range of ACD options available to private-sector organizations, especially in the cyber engagement zone. Some of these options are almost certainly legal, some are almost certainly illegal and some fall into a grey zone where further guidance is needed.
The U.S. government needs to provide greater clarity on which ACD actions are legal and which ones are not. Without such guidance, two problematic situations may arise. First, organizations may choose not to take actions that are legal because of fears of breaking vague provisions of existing law. Second, organizations may take actions that they believe are legal but that government authorities view as being illegal. In the former case, corporations are bypassing ACD options that could help protect valuable information. In the latter case, companies are taking actions that could lead to serious financial and legal risks and could also undermine U.S. national objectives (such as U.S. efforts to establish norms in cyber space). Clearer guidance will enable organizations to protect themselves from advanced cyber attacks to the greatest extent possible without putting themselves in legal jeopardy.
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